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a b s t r a c t

The model discussed in this paper is described by the following periodic 3-species Lotka–
Volterra predator–prey system with several deviating arguments:

x′1(t) = x1(t)(r1(t)− a11(t)x1(t − τ11(t))− a12(t)x2(t − τ12(t))
−a13(t)x3(t − τ13(t)))
x′2(t) = x2(t)(−r2(t)+ a21(t)x1(t − τ21(t))− a22(t)x2(t − τ22(t))
−a23(t)x3(t − τ23(t)))
x′3(t) = x3(t)(−r3(t)+ a31(t)x1(t − τ31(t))− a32(t)x2(t − τ32(t))
−a33(t)x3(t − τ33(t))),

(∗)

where x1(t) denotes the density of prey species at time t , x2(t) and x3(t) denote the den-
sity of predator species at time t , ri, aij ∈ C(R, [0,∞)) and τij ∈ C(R, R) are w-periodic
functions with

r̄i =
1
w

∫ w

0
ri(s)ds > 0; āij =

1
w

∫ w

0
aij(s) > 0, i, j = 1, 2, 3.

By using Krasnoselskii’s fixed point theorem and the construction of Lyapunov function, a
set of easily verifiable sufficient conditions are derived for the existence and global attrac-
tivity of positive periodic solutions of (*).

© 2009 Elsevier Ltd. All rights reserved.

1. Introduction

In recent years, many authors have researched the theories of functional differential equations in mathematical ecology.
Various mathematical models have been proposed in the study of population dynamics, ecology and epidemiology. One
of the most famous models for the dynamics of population is the Lotka–Volterra system. Owing to its theoretical and
practical significance, Lotka–Volterra systems have been studied extensively [1–15]. Particularly, [4,6,7,10–14] investigated
the existence of positive periodic solutions of the following periodic n-species Lotka–Volterra competitive systems with
several deviating arguments:

x′i(t) = xi(t)

[
ri(t)−

n∑
j=1

aij(t)xj(t − τij(t))

]
, i = 1, 2, . . . , n, (1.1)

I Sponsored by the NSF of Anhui Province of China (No. 2005kj031ZD, the key NSF of Education Ministry of China (No. 207047) and the Academy of
Finland.
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where ri, aij ∈ C(R, [0,∞)) and τij ∈ C(R, R) arew-periodic functions with

r̄i =
1
w

∫ w

0
ri(s)ds > 0; āij =

1
w

∫ w

0
aij(s) > 0, i, j = 1, 2, . . . , n. (1.2)

For example, by using the method of coincidence degree and Lyapunov function, Fan and Wang [7] studied the system
(1.1) and derived a set of easily verifiable sufficient conditions for the existence and global attractivity of positive periodic
solutions of system (1.1).
Recently Tang and Zou [14] investigated the existence of positive periodic solutions of system (1.1) and established the

following result.

Theorem 1.1 ([14]). Assume that
(H1) the linear system

n∑
j=1

āijxj = r̄i, i = 1, 2, . . . , n, (1.3)

has a positive solution x∗ = (x∗1, x
∗

2, . . . , x
∗
n)
T with x∗i > 0, i = 1, 2, . . . , n. Then system (1.1) has at least one positivew-periodic

solution.

Theorem 1.2 ([14]). Assume that aij(t) ≡ aij > 0, τij(t) ≡ τij, i, j = 1, 2, . . . , n. Then system (1.1) has at least one positive
w-periodic solution if and only if the system of linear equations

n∑
j=1

aijxj = r̄i, i = 1, 2, . . . , n, (1.4)

has a positive solution.

In the proof of Theorem 1.1, the author took advantage of the fact that there are no negative terms in
∑n
j=1 aij(t)xj(t −

τij(t)), i = 1, 2, . . . , n. But for the Lotka–Volterra predator–prey systems, it is more difficult to discuss.
Motivated by this problem and some ideas in [14]. In this paper, we conjectured the following Lotka–Volterra predator–

prey system:x
′

1(t) = x1(t) (r1(t)− a11(t)x1(t − τ11(t))− a12(t)x2(t − τ12(t))− a13(t)x3(t − τ13(t)))
x′2(t) = x2(t) (−r2(t)+ a21(t)x1(t − τ21(t))− a22(t)x2(t − τ22(t))− a23(t)x3(t − τ23(t)))
x′3(t) = x3(t) (−r3(t)+ a31(t)x1(t − τ31(t))− a32(t)x2(t − τ32(t))− a33(t)x3(t − τ33(t)))

(1.5)

may have the similar result.
The purpose of this paper is to give a positive answer to the above conjecture. In Section 2, we assume that (H1) (n = 3)

and a set of easily verifiable hypotheses hold, then system (1.5) has at least one positive w-periodic solution. In Section 3,
we will explore the global attractivity of positive periodic solutions of system (1.5).
Throughout of this paper, we say a vector x = (x1, x2, x3)T is positive if xi > 0, i = 1, 2, 3.

2. Main results

For the sake and convenience, we introduce the definition of cone and the celebrated Krasnoselskii’s fixed point theorem.

Definition 2.1. Let X be a Banach space, and let P be a closed, nonempty subset of X . P is a cone if
(i) αx+ βy ∈ P for all x, y ∈ P and all α, β ≥ 0;
(ii) x,−x ∈ P imply x = 0.

Lemma 2.2 (Krasnoselskii, [16]). Let X be a Banach space, and let P ⊂ X be a cone in X. Assume that Ω1,Ω2 are open bounded
subsets of X with 0 ∈ Ω1 ⊂ Ω̄1 ⊂ Ω2, and let

ϕ : P ∩ (Ω̄2 \Ω1) −→ P

be a completely continuous operator such that either

(i) ‖ϕx‖ ≤ ‖x‖, ∀x ∈ P ∩ ∂Ω1 and ‖ϕx‖ ≥ ‖x‖, ∀x ∈ P ∩ ∂Ω2;

or

(ii) ‖ϕx‖ ≥ ‖x‖, ∀x ∈ P ∩ ∂Ω1 and ‖ϕx‖ ≤ ‖x‖, ∀x ∈ P ∩ ∂Ω2.
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Then ϕ has a fixed point in P ∩ (Ω̄2 \Ω1).
Let

X = {x(t) = (x1, x2, x3)T ∈ C(R, R3) : x(t + w) = x(t)}, (2.1)

‖x‖ =
3∑
j=1

|xj|0, |xj|0 = max
t∈[0,w]

|xj(t)|, j = 1, 2, 3. (2.2)

Then X is a Banach space endowed with the above norm ‖ · ‖. If x(t) = (x1, x2, x3)T ∈ X is a solution of Eq. (1.5), then

[
x1(t) exp

(
−

∫ t

0
r1(s)ds

)]′
= − exp

(
−

∫ t

0
r1(s)ds

)
x1(t) (a11(t)x1(t − τ11(t))+ a12(t)x2(t − τ12(t))+ a13(t)x3(t − τ13(t)))[

x2(t) exp
(∫ t

0
r2(s)ds

)]′
= exp

(∫ t

0
r2(s)ds

)
x2(t) (a21(t)x1(t − τ21(t))− a22(t)x2(t − τ22(t))− a23(t)x3(t − τ23(t)))[

x3(t) exp
(∫ t

0
r3(s)ds

)]′
= exp

(∫ t

0
r3(s)ds

)
x3(t) (a31(t)x1(t − τ31(t))− a32(t)x2(t − τ32(t))− a33(t)x3(t − τ33(t))) .

(2.3)

Integrating both sides of (2.3) over [t, t + w], we obtain

x1(t) =
∫ t+w

t
G1(t, s)x1(s) (a11(s)x1(s− τ11(s))+ a12(s)x2(s− τ12(s))+ a13(s)x3(s− τ13(s))) ds

x2(t) =
∫ t+w

t
G2(t, s)x2(s) (a21(s)x1(s− τ21(s))− a22(s)x2(s− τ22(s))− a23(s)x3(s− τ23(s))) ds

x3(t) =
∫ t+w

t
G3(t, s)x3(s) (a31(s)x1(s− τ31(s))− a32(s)x2(s− τ32(s))− a33(s)x3(s− τ33(s))) ds,

(2.4)

where 
G1(t, s) =

1
1− e−r̄1w

exp
(
−

∫ s

t
r1(ξ)dξ

)
G2(t, s) =

1
er̄2w − 1

exp
(∫ s

t
r2(ξ)dξ

)
G3(t, s) =

1
er̄3w − 1

exp
(∫ s

t
r3(ξ)dξ

)
.

(2.5)

Let σ = min{e−2r̄iw : i = 1, 2, 3}. Now, we choose the cone defined by

P = {x(t) = (x1(t), x2(t), x3(t))T ∈ X : xi(t) ≥ σ |xi|0, i = 1, 2, 3} (2.6)

and define an operator Φ : X → X by

(Φx)(t) = ((Φx)1(t), (Φx)2(t), (Φx)3(t))T , (2.7)

where 
(Φx)1(t) =

∫ t+w

t
G1(t, s)x1(s) (a11(s)x1(s− τ11(s))+ a12(s)x2(s− τ12(s))+ a13(s)x3(s− τ13(s))) ds

(Φx)2(t) =
∫ t+w

t
G2(t, s)x2(s) (a21(s)x1(s− τ21(s))− a22(s)x2(s− τ22(s))− a23(s)x3(s− τ23(s))) ds

(Φx)3(t) =
∫ t+w

t
G3(t, s)x3(s) (a31(s)x1(s− τ31(s))− a32(s)x2(s− τ32(s))− a33(s)x3(s− τ33(s))) ds.

(2.8)

By (2.4) and (2.8), we can easily verify that x∗(t) ≡ (x∗1(t), x
∗

2(t), x
∗

3(t))
T
∈ X is a positive w-periodic solution of system (1.5)

provided that x∗(t) is a fixed point of Φ and (Φx∗)i(t) > 0, i = 1, 2, 3 for any t ∈ R.
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Set 
A1 =

e−r̄1w

1− e−r̄1w
≤ G1(t, s) ≤

1
1− e−r̄1w

= B1

A2 =
1

er̄2w − 1
≤ G2(t, s) ≤

er̄2w

er̄2w − 1
= B2

A3 =
1

er̄3w − 1
≤ G3(t, s) ≤

er̄3w

er̄3w − 1
= B3,

(2.9)

and

A = min{σ 2 r̄1A1, r̄2A2, r̄3A3}, B = max{r̄1B1, r̄2B2, r̄3B3}. (2.10)

In the following discussion, we assume that
(H2) the solution of (1.3) (n = 3) satisfies

(
1+

B3

σ 2A3

)
(ā22x∗2 + ā23x

∗

3) < r̄2(
1+

B3

σ 2A3

)
(ā32x∗2 + ā33x

∗

3) < r̄3,
(2.11)

where we denote h2 = B3

σ 2A3
,

(H3) the solution of (1.3) (n = 3) satisfies

Aσ 2
(
σ
1
2 − σ

)
B
(
1− σ

3
2

) + 1
 ā21x∗1 > r̄2Aσ 2

(
σ
1
2 − σ

)
B
(
1− σ

3
2

) + 1
 ā31x∗1 > r̄3,

(2.12)

where we denote h3 = Aσ 2(σ
1
2 −σ)

B(1−σ
3
2 )
.

From (2.11) and (2.12), we can easily see that when h2h3 ≥ 1, (H2) implies (H3), when h2h3 ≤ 1, (H3) implies (H2). Actually,
we can choose a little more large B such that h2h3 ≥ 1, so for the system (1.5), the condition (H2) is enough.
For the sake and convenience, we only assume that (H2) and (H3) hold together.
From (2.11), we can choose a constant k ∈ N such that

(
1−

B2σ k−2

A2

)
r̄2 −

(
1+

B3

σ 2A3

)
(ā22x∗2 + ā23x

∗

3) > 0(
1−

B2σ k−2

A2

)
r̄3 −

(
1+

B3

σ 2A3

)
(ā32x∗2 + ā33x

∗

3) > 0.
(2.13)

Let 
y∗1 = (ā21)

−1
(
r̄2 +

Bā22
Aσ k

x∗2 +
Bā23
Aσ k

x∗3

)
z∗1 = (ā31)

−1
(
r̄3 +

Bā32
Aσ k

x∗2 +
Bā33
Aσ k

x∗3

)
,

(2.14)

and y∗ = max{y∗1, z
∗

1 }. Obviously, we have y
∗ > x∗1 .

Next, we define

Ω1 =

{
x(t) = (x1(t), x2(t), x3(t))T ∈ X : |xi|0 <

x∗i
Bw
, i = 1, 2, 3

}
, (2.15)

Ω2 =

{
x(t) = (x1(t), x2(t), x3(t))T ∈ X : |x1|0 <

y∗

σ 2Aw
, |x2|0 <

x∗2
Aw

, |x3|0 <
x∗3
Aw

}
. (2.16)

Obviously,Ω1 andΩ2 are open bounded subsets of X with 0 ∈ Ω1 ⊂ Ω̄1 ⊂ Ω2.

Lemma 2.3. If x(t) ∈ P ∩ (Ω̄2 \Ω1), (H1) (n = 3) and (H2) hold, then ((Φx)i(t) > 0, i = 1, 2, 3 for any t ∈ R.
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Proof. First, from (2.13) and (2.14), we see that

A2σ 2

Bw
ā21x∗1 −

B2σ kā21y∗1
Aw

=
A2
Bw

(
σ 2(r̄2 − ā22x∗2 − ā23x

∗

3)−
B2Bσ k

A2A

(
r̄2 +

Bā22
Aσ k

x∗2 +
Bā23
Aσ k

x∗3

))
≥
A2
Bw

(
σ 2(r̄2 − ā22x∗2 − ā23x

∗

3)−
B2

A2

(
σ k r̄2 +

Bā22
A
x∗2 +

Bā23
A
x∗3

))
≥
A2σ 2

Bw

((
1−

B2σ k−2

A2

)
r̄2 −

(
1+

B3

σ 2A3

)
(ā22x∗2 + ā23x

∗

3)

)
> 0. (2.17)

Since x(t) ∈ P ∩ (Ω̄2 \Ω1), then from (2.14) and (2.17), we have∫ t+w

t
G2(t, s)x2(s) (a21(s)x1(s− τ21(s))− a22(s)x2(s− τ22(s))− a23(s)x3(s− τ23(s))) ds

≥ A2σ 2|x2|0wā21|x1|0 − B2|x2|0wā22|x2|0 − B2|x2|0wā23|x3|0

≥ |x2|0

(
A2σ 2

B
ā21x∗1 −

B2
A
ā22x∗2 −

B2
A
ā23x∗3

)
≥ |x2|0

(
B2σ kā21y∗1

A
−
B2
A
ā22x∗2 −

B2
A
ā23x∗3

)
=
B2
A
|x2|0(σ kā21y∗1 − ā22x

∗

2 − ā23x
∗

3)

≥
σ kB2
A
r̄2|x2|0 > 0. (2.18)

Similarly, we can prove∫ t+w

t
G3(t, s)x3(s)(a31(s)x1(s− τ31(s))− a32(s)x2(s− τ32(s))− a33(s)x3(s− τ33(s)))ds > 0. (2.19)

The proof is complete. �

Lemma 2.4. Assume that (H1) (n = 3), (H2) and (H3) hold, the mapping Φ : P ∩ (Ω̄2 \Ω1) −→ P.

Proof. Since σ
1
2 ≤

Ai
Bi
≤ 1, i = 1, 2, 3, from (2.8) and (2.9), we can easily have that for t ≤ s ≤ t +w, x(t) ∈ P ∩ (Ω̄2 \Ω1),

|(Φx)1|0 ≤ B1

∫ w

0
x1(s) (a11(s)x1(s− τ11(s))+ a12(s)x2(s− τ12(s))+ a13(s)x3(s− τ13(s))) ds

and

(Φx)1 ≥ A1

∫ w

0
x1(s) (a11(s)x1(s− τ11(s))+ a12(s)x2(s− τ12(s))+ a13(s)x3(s− τ13(s))) ds

≥
A1
B1
|(Φx)1|0 ≥ σ |(Φx)1|0.

And then,

|(Φx)2|0 ≤ B2

∫ w

0
x2(s)a21(s)x1(s− τ21(s))ds− A2

∫ w

0
x2(s)a22(s)x2(s− τ22(s))ds

− A2

∫ w

0
x2(s)a23(s)x3(s− τ23(s))ds,

(Φx)2 ≥ A2

∫ w

0
x2(s)a21(s)x1(s− τ21(s))ds− B2

∫ w

0
x2(s)a22(s)x2(s− τ22(s))ds

− B2

∫ w

0
x2(s)a23(s)x3(s− τ23(s))ds.

Next, we have

(A2 − σB2)
∫ w

0
x2(s)a21(s)x1(s− τ21(s))ds− (B2 − σA2)

∫ w

0
(x2(s)a22(s)x2(s− τ22(s))

+ x2(s)a23(s)x3(s− τ23(s)))ds



Author's personal copy

X. Lv et al. / Nonlinear Analysis: Real World Applications 11 (2010) 574–583 579

≥ (A2 − σB2)σ 2|x2|0
wā21x∗1
Bw

− (B2 − σA2)|x2|0
wā22x∗2 + wā23x

∗

3

Aw

≥
(A2 − σB2)σ 2

B
|x2|0ā21x∗1 −

B2 − σA2
A

|x2|0(r̄2 − ā21x∗1)

=
B2 − σA2
A

|x2|0

((
(A2 − σB2)σ 2

B
A

B2 − σA2
+ 1

)
ā21x∗1 − r̄2

)
. (2.20)

For σ
1
2 ≤

Ai
Bi
≤ 1, then we easily have

(A2 − σB2)σ 2

B
A

B2 − σA2
≥

Aσ 2
(
σ
1
2 − σ

)
B
(
1− σ

3
2

) ,

and so from (2.12), we can obtain that (2.20) > 0 i.e. (Φx)2 ≥ σ |(Φx)2|0.
Similarly, we can obtain that (Φx)3 ≥ σ |(Φx)3|0. The proof is complete. �

Lemma 2.5. Φ : P ∩ (Ω̄2 \Ω1) −→ P is a completely continuous.

Proof. Let{f1(t, xt) = x1(t) (a11(t)x1(t − τ11(t))+ a12(t)x2(t − τ12(t))+ a13(t)x3(t − τ13(t)))
f2(t, xt) = x2(t) (a21(t)x1(t − τ21(t))− a22(t)x2(t − τ22(t))− a23(t)x3(t − τ23(t)))
f3(t, xt) = x3(t) (a31(t)x1(t − τ31(t))− a32(t)x2(t − τ32(t))− a33(t)x3(t − τ33(t))) .

We first show that Φ is continuous. For any L > 0 and ε > 0, there exists a δ > 0 such that for any φ,ψ ∈ X, ‖φ‖ ≤ L,
‖ψ‖ ≤ L, and ‖φ − ϕ‖ < δ imply

max
s∈[0,w]

|fi(s, φs)− fi(s, ψs)| <
ε

3B∗w
, i = 1, 2, 3 (2.21)

where B∗ = max1≤i≤3 Bi. If x, y ∈ X with ‖x‖ ≤ L, ‖y‖ ≤ L, and ‖x− y‖ ≤ δ, then from (2.8), (2.9) and (2.21), we have

|(Φx)i − (Φy)i|0 ≤
∫ t+w

t
|Gi(t, s)||fi(s, xs)− fi(s, ys)|ds

≤ B∗
∫ w

0
|fi(s, xs)− fi(s, ys)|ds

<
ε

3
, i = 1, 2, 3.

Obviously,

‖(Φx)− (Φy)‖ =
3∑
i=1

|(Φx)i − (Φy)i|0 < ε.

ThenΦ is continuous.
Now, we prove thatΦ is a compact operator. Set a = max1≤i≤3

∑3
j=1 āij. LetM > 0 be any constant and let S = {x ∈ X :

‖x‖ ≤ M} be a bounded set. For any x ∈ S, from (2.8) and (2.9), we can have

|(Φx)i|0 ≤ Bi

∫ w

0
|xi(s)|

3∑
j=1

aij(s)|xj(s− τij(s))|ds ≤ wB∗M2
3∑
j=1

āij ≤ awB∗M2,

and so

‖(Φx)‖ =
3∑
i=1

|(Φx)i|0 ≤ 3awB∗M2, ∀x ∈ S.

Furthermore, by the Lemma 2.3 and from (2.8), we have[(Φx)1(t)]
′
= r1(t)(Φx)1(t)− x1(t) (a11(t)x1(t − τ11(t))+ a12(t)x2(t − τ12(t))+ a13(t)x3(t − τ13(t)))

[(Φx)2(t)]′ = x2(t) (a21(t)x1(t − τ21(t))− a22(t)x2(t − τ22(t))− a23(t)x3(t − τ23(t)))− r2(t)(Φx)2(t)
[(Φx)3(t)]′ = x3(t) (a31(t)x1(t − τ31(t))− a32(t)x2(t − τ32(t))− a33(t)x3(t − τ33(t)))− r3(t)(Φx)3(t).
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Then for x ∈ S,

|[(Φx)i(t)]′| ≤ ri(t)|(Φx)i(t)| + |xi(t)|
3∑
j=1

aij(t)|xj(t − τij(t))|

≤ rui awB
∗M2 +M2

3∑
j=1

auij

≤ KM2, i = 1, 2, 3,

where K = max1≤i≤3(rui awB
∗
+
∑3
j=1 a

u
ij) and

rui = maxt∈[0,w]
ri(t), auij = maxt∈[0,w]

aij(t), i, j = 1, 2, 3.

Hence, ΦS ⊂ X is a family of uniformly bounded and equi-continuous functions. By the Ascoli–Arzela Theorem (see, e.g.,
[17, p. 169]),Φ is a compact operator, thus it is completely continuous. Now the proof is completed. �

Our main result on the existence of a positive periodic solution of system (1.5) is stated in the following theorem.

Theorem 2.6. Assume that (H1) (n = 3), (H2) and (H3) hold. Then system (1.5) has at least one positivew-periodic solution.
Proof. Let x∗ = (x∗1, x

∗

2, x
∗

3)
T with x∗i > 0, i = 1, 2, 3, be a positive solution of (1.3).

From (2.9) and (2.10), we have 0 < A < B <∞.
By the (2.15) and (2.16), if x = x(t) ∈ P ∩ ∂Ω1, then σ |xi|0 ≤ xi(t) ≤ |xi|0 = (Bw)−1x∗i , i = 1, 2, 3, and

|(Φx)i|0 ≤ Bi

∫ w

0
xi(s)

3∑
j=1

aij(s)xj(s− τij(s))ds

≤ Biw|xi|0
3∑
j=1

āijx∗j

= Bi r̄iw(Bw)−1|xi|0
≤ |xi|0, i = 1, 2, 3,

and so

‖Φx‖ =
3∑
i=1

|(Φx)i|0 ≤
3∑
i=1

|xi|0 = ‖x‖, ∀x = x(t) ∈ P ∩ ∂Ω1. (2.22)

Next, if x = x(t) ∈ P ∩ ∂Ω2, then σ |xi|0 ≤ xi(t) ≤ |xi|0, i = 1, 2, 3, and it follows that

(Φx)1(t) ≥ A1

∫ w

0
x1(s)

3∑
j=1

a1j(s)xj(s− τ1j(s))ds

≥ σ 2A1w|x1|0(ā11|x1|0 + ā12|x2|0 + ā13|x3|0)

= σ 2A1w|x1|0(Aw)−1
(
ā11
σ 2
y∗ + ā12x∗2 + ā13x

∗

3

)
≥ σ 2A1w|x1|0(Aw)−1(ā11x∗1 + ā12x

∗

2 + ā13x
∗

3)

= σ 2A1wr̄1(Aw)−1|x1|0
≥ |x1|0

(Φx)2(t) ≥ A2

∫ w

0
x2(s)a21(s)x1(s− τ21(s))ds− B2

∫ w

0
x2(s)(a22(s)x2(s− τ22(s))+ a23(s)x3(s− τ23(s)))ds

≥ σ 2A2w|x2|0ā21|x1|0 − B2w|x2|0(ā22|x2|0 + ā23|x3|0)

= |x2|0

(
A2
A
ā21y∗ −

B2
A
ā22x∗2 −

B2
A
ā23x∗3

)
≥ |x2|0

(
1
r2
ā21y∗1 −

B2
A
ā22x∗2 −

B2
A
ā23x∗3

)
= |x2|0

(
1+

(
B

σ k r̄2A
−
B2
A

)
ā22x∗2 +

(
B

σ k r̄2A
−
B2
A

)
ā23x∗3

)
≥ |x2|0

(
1+

(
1
σ k
− 1

)
B2
A
ā22x∗2 +

(
1
σ k
− 1

)
B2
A
ā23x∗3

)
≥ |x2|0.
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Similarly, we can have

(Φx)3(t) ≥ |x3|0

and so

‖Φx‖ =
3∑
i=1

|(Φx)i|0 ≥
3∑
i=1

|xi|0 = ‖x‖, ∀x = x(t) ∈ P ∩ ∂Ω2. (2.23)

Hence,Φ : P ∩ (Ω̄2 \Ω1) −→ P is a completely continuous operator and satisfies condition (i) in Lemma 2.2. By Lemma 2.2,
there exists a point x∗(t) = (x∗1(t), x

∗

2(t), x
∗

3(t))
T
∈ P ∩ (Ω̄2 \Ω1) such that x∗(t) = (Φx∗)(t), and by Lemma 2.3 x∗(t) is a

positivew-periodic solution of system (1.5). The proof is completed. �

Remark 2.7. This result is very concise and pretty in mathematics because of numerous parameters, while only there are a
linear constant system and very simple inequalities.

Remark 2.8. The method and technique in this paper may be used to more general mathematical ecology models than
system (1.1) and system (1.5).

3. Global attractivity of positive periodic solutions

In this section, we will always assume that the existence of positive periodic solutions of system (1.5) and study the
global attractivity of positive periodic solutions of system (1.5).

Theorem 3.1. In addition to the existence of positive periodic solutions, assume that τii(t) ≡ 0, τ̇ij(t) < 1, i, j = 1, 2, 3, and
that there exist νi > 0, i = 1, 2, 3, such that

νiaii(t) >
3∑
j6=i

νjaji(ξ−1ji (t))

1− τ̇ji(ξ−1ji (t))
, i = 1, 2, 3, (3.1)

where ξ−1ij (t) is the inverse function of ξij(t) = t − τij(t), i, j = 1, 2, 3. Then system (1.5) has a unique positive w-periodic
solution x∗(t) = (x∗1(t), x

∗

2(t), x
∗

3(t))
T which attracts all positive solutions x(t) = (x1(t), x2(t), x3(t))T of system (1.5), that is,

lim
t→∞
|xi(t)− x∗i (t)| = 0, i = 1, 2, 3. (3.2)

Proof. Set ξij(s) = t . Then

ξij(s+ w) = s+ w − τij(s+ w) = ξij(s)+ w = t + w,

and so

ξ−1ij (t + w) = s+ w = ξ
−1
ij (t)+ w.

Thus, aij(ξ−1ij (t)) and τ̇ij(ξ
−1
ij (t)) are stillw-periodic functions for i, j = 1, 2, 3. Set

θi = max
t∈[0,w]

{
1

νiaii(t)

3∑
j6=i

νjaji(ξ−1ji (t))

1− τ̇ji(ξ−1ji (t))

}
, i = 1, 2, 3.

From (3.1), we can have that 0 ≤ θi < 1, i = 1, 2, 3, and

θiνiaii(t) ≥
3∑
j6=i

νjaji(ξ−1ji (t))

1− τ̇ji(ξ−1ji (t))
, i = 1, 2, 3. (3.3)

Let x(t) = (x1(t), x2(t), x3(t))T be any positive solution of system (1.5). Set

V (t) =
3∑
i=1

νi

[∣∣∣∣ln( xi(t)x∗i (t)

)∣∣∣∣+ 3∑
j6=i

∫ t

t−τij(t)

aij(ξ−1ij (s))

1− τ̇ij(ξ−1ij (s))
|xj(s)− x∗j (s)|ds

]
, t ≥ 0. (3.4)



Author's personal copy

582 X. Lv et al. / Nonlinear Analysis: Real World Applications 11 (2010) 574–583

Calculating the upper right derivative of V (t) at time t , we have

D+V (t) ≤
3∑
i=1

νi

[
−aii(t)|xi(t)− x∗i (t)| +

3∑
j6=i

aij(ξ−1ij (t))

1− τ̇ij(ξ−1ij (t))
|xj(t)− x∗j (t)|

]

=

3∑
i=1

[
−νiaii(t)+

3∑
j6=i

νjaji(ξ−1ji (t))

1− τ̇ji(ξ−1ji (t))

]
|xi(t)− x∗i (t)|

≤ −

3∑
i=1

νi(1− θi)aii(t)|xi(t)− x∗i (t)|, t ≥ 0. (3.5)

This shows that V (t) is decreasing in [0,∞) and so the limit v = limt→∞ V (t) exists.
Consequently, integrating (3.5) from 0 to∞, we obtain

3∑
i=1

νi(1− θi)
∫
∞

0
aii(s)|xi(s)− x∗i (s)|ds ≤ V (0)− v ≤ V (0) <∞,

and so
3∑
i=1

νi

∫
∞

0
aii(s)|xi(s)− x∗i (s)|ds <∞. (3.6)

From (3.1), we can note that∫
∞

0
aii(s)ds = ∞, i = 1, 2, 3.

It follows from (3.6) that

lim inf
t→∞

3∑
i=1

νi|xi(t)− x∗i (t)| = 0. (3.7)

Again from (3.3) and (3.6), we have
3∑
j6=i

∫ t

t−τij(t)

aij(ξ−1ij (s))

1− τ̇ij(ξ−1ij (s))
|xj(s)− x∗j (s)|ds ≤

∫ t

t−τM

3∑
j6=i

aij(ξ−1ij (s))

1− τ̇ij(ξ−1ij (s))
|xj(s)− x∗j (s)|ds

≤
1
ν

∫ t

t−τM

3∑
j6=i

νjajj(s)|xj(s)− x∗j (s)|ds→ 0, t →∞, i = 1, 2, 3, (3.8)

where τM = max{τij(t) : t ∈ [0, w], i, j = 1, 2, 3} and ν = min{νi : i = 1, 2, 3}. Combining (3.4) and (3.8), we can have

lim
t→∞

3∑
i=1

νi

∣∣∣∣ln( xi(t)x∗i (t)

)∣∣∣∣ = v, (3.9)

which yields

xi(t) ≥ e−(v+1)/νx∗i (t), for large t, i = 1, 2, 3. (3.10)

By (3.7), (3.9) and (3.10),

v = lim inf
t→∞

3∑
i=1

νi

∣∣∣∣ln( xi(t)x∗i (t)

)∣∣∣∣ ≤ lim inft→∞

3∑
i=1

νi

min{xi(t), x∗i (t)}
|xi(t)− x∗i (t)|

≤ e(v+1)/ν lim inf
t→∞

3∑
i=1

νi

x∗i (t)
|xi(t)− x∗i (t)| ≤

e(v+1)/ν

m
lim inf
t→∞

3∑
i=1

νi|xi(t)− x∗i (t)|

= 0, (3.11)

wherem = min{x∗i (t) : t ∈ [0, w], i = 1, 2, 3}. Hence, it follows from (3.9) that

lim
t→∞
|xi(t)− x∗i (t)| = 0, i = 1, 2, 3. (3.12)

The proof is complete. �
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